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Abstract—Power grids serve as the backbone of modern society, supplying electricity for a wide range of critical uses, including the residential, commercial, and industrial sectors. As the power grid infrastructure becomes more reliant on networked digital technologies, it also becomes more vulnerable to cyberattacks. To ensure the resilience and security of the power grid, it is necessary to identify security vulnerabilities in power electronic devices. Fuzzing is an effective technique for detecting security flaws in software/firmware by subjecting the system under test to a series of unexpected inputs, which elicits unexpected behavior such as system crashes. While some work has been done on fuzzing power grid systems, there still lacks a comprehensive, comparative study of existing solutions. Furthermore, new methods are still needed to detect unexpected behaviors of power electronic devices during fuzzing. In this paper, we first conduct a survey and a comparative study of existing fuzzing frameworks for power grid systems. We then hypothesize and verify the use of electromagnetic waves as a method to detect silent system crashes in power electronic devices, aiming to advance fuzzing in this field.

Index Terms—Fuzzing, Power grid, Electromagnetic waves

I. INTRODUCTION

With the increasing reliance on digital technologies, power grid systems are becoming more vulnerable to cyberattacks [1]. For instance, in 2015, Ukraine’s power system suffered a major hack, leading to widespread blackouts [2]. Many cyberattacks exploit vulnerabilities in software, including device firmware, to compromise targeted systems [3], [4]. Much work has been done to detect and mitigate attacks in power grids [5], [6]. However, it is crucial to discover vulnerabilities before attackers exploit them.

Fuzzing has received considerable attention in recent years as an effective method for discovering software vulnerabilities by injecting invalid, malformed, or unexpected inputs into a software system and observing its ensuing behavior [7]. Advances in machine learning have substantially enhanced its effectiveness by performing optimizations, generating high-quality test inputs, and conducting crash analysis [8]–[10]. Symbolic and concolic executions have also been used to improve code coverage and explore deeper program paths [11], [12]. Moreover, the evolution of specialized fuzzing techniques has given rise to domain-specific fuzzing frameworks targeting diverse areas, including kernels [13], database systems [14], and embedded systems [15].

Fuzzing has also been applied to power grids in some recent work such as [16]–[19]. However, significant limitations persist in adapting fuzzing techniques to the realm of power grids. The distinctive attributes of power grids, such as utilization of proprietary software and adherence to safety considerations, pose significant challenges necessitating tailored fuzzing techniques. Moreover, while a system crash during fuzzing typically serves as an indicative marker of software flaws, power grid devices frequently experience silent crashes, and as a result, defects and vulnerabilities remain unseen due to the absence of necessary interfaces.

In this paper, we first conduct a survey and a comparative study of existing fuzzing frameworks for power grid systems, and point out their limitations. To the best of our knowledge, this is the first comparative study of fuzzing techniques for power grid systems. Then, in order to enhance fuzzing in power electronic devices, we propose the utilization of electromagnetic (EM) waves emitted by the device hosting the program-under-test to detect silent crashes.

The rest of the paper is organized as follows. Section II discusses the unique requirements of fuzzing for power grid systems, and point out their limitations. To the best of our knowledge, this is the first comparative study of fuzzing techniques for power grid systems. Then, in order to enhance fuzzing in power electronic devices, we propose the utilization of electromagnetic (EM) waves emitted by the device hosting the program-under-test to detect silent crashes. The rest of the paper is organized as follows. Section II discusses the unique requirements of fuzzing for power grid systems, and point out their limitations. To the best of our knowledge, this is the first comparative study of fuzzing techniques for power grid systems. Then, in order to enhance fuzzing in power electronic devices, we propose the utilization of electromagnetic (EM) waves emitted by the device hosting the program-under-test to detect silent crashes.

The rest of the paper is organized as follows. Section II discusses the unique requirements of fuzzing for power grid systems, and point out their limitations. To the best of our knowledge, this is the first comparative study of fuzzing techniques for power grid systems. Then, in order to enhance fuzzing in power electronic devices, we propose the utilization of electromagnetic (EM) waves emitted by the device hosting the program-under-test to detect silent crashes.

II. FUZZING FOR THE POWER GRID

While power grid fuzzing follows a similar structure to that of software applications, it possesses unique characteristics that demand special consideration, particularly in the context of target identification, input delivery, and system monitoring. We will explore these aspects in the following.

A. Target Identification

Unlike traditional software applications, power grids consist of a complex network of interconnected components, including
control systems, sensors, and physical devices that communicate via various protocols. The complexity of these systems makes it challenging to fuzz all the components together and demands for specialized divide-and-conquer approaches to make the problem tractable. When fuzzing power grids, usually one component is targeted, and only the code within its reach is fuzzed. The most common power grid fuzzing targets are human-machine interfaces (HMsIs) [20], smart meters [21], [22], and programmable logic controllers (PLCs) [23], [24].

B. Input Delivery

Due to the prevalence of proprietary software, sending inputs (test cases) to the system-under-test is challenging for power grids. Consequently, fuzzing power grid systems requires domain-specific knowledge, including understanding the protocols and data formats utilized in the energy industry, which can differ significantly from those employed in software applications. Reverse engineering techniques have been utilized to comprehend the structure, message formats, and communication patterns of proprietary protocols. This helps design test cases that can be accepted by the system-under-test. Various machine learning techniques have been employed to analyze the protocol message structure and create fuzzing packets [25]–[27].

C. System Behavior Monitoring

Monitoring the behavior of power electronic devices and controllers is different from monitoring regular software behaviors. To enable seamless monitoring of the tested system, several efforts have been made to handle the complex nature of power electronics. [28] uses an address sanitizer to monitor memory errors, while fieldfuzz [29] uses pinging to check the liveliness of the system. However, as mentioned earlier, tracing crashes in power grid devices is difficult due to silent crashes, system complexity, and limited access.

III. SURVEY AND COMPARATIVE STUDY OF EXISTING FUZZING FRAMEWORKS

A. Existing Frameworks

Several studies have proposed tools uniquely designed for fuzzing power grid systems. IECFuzzer [30], for instance, is a mutation-based framework that focuses on IEC 61850 protocol implementations. This framework employs two types of mutations. The first is based on random generation, which produces binary data of random or indefinite lengths. This approach aids in broadening the coverage of variability. The second type is based on sample data variation. It involves extracting the value of the field intended for mutation from the data packet in the sample space and then applying operations like expansion, reduction, transformation, or replacement.

The work in [24] achieves parallel fuzzing of IEC 60870-5-104 protocol-based systems by assuming that given multiple identical instances of a device under test, their behaviors should be similar when fed identical test data and have the same access rights. Individual instances of the tested service run in Docker containers to offer an automated creation of the test environment. A framework [28] was designed to detect internal software flaws. It uses an address sanitizer (Asan) that uncovers memory-specific bugs. Asan forces the system under test to crash if a memory problem is triggered. However, this resulted in a performance overhead.

Dantas et al. [22] developed eFuzz, a fuzzing framework that detects flaws in smart metering devices based on the DLMS/COSEM communication protocol. eFuzz was tailored to interact with the meter under test through the Application Protocol Data Unit (APDU). Test cases are generated by altering APDU fields while also ensuring that they are accepted by the target. eFuzz can detect power grid protocol implementation errors by fuzzing the smart meter. However, it is still limited to only a portion of the DLMS/COSEM implementation. Other researchers employed a mutation-based technique to fuzz a physical DLMS/COSEM smart meter by submitting queries to the smart meter server [21].

PCFuzzer [18] is a fuzzing framework that detects vulnerabilities in programmable controllers by combining state guidance and network/physical condition monitoring. The state guidance is based on feedback obtained from the properties of bytes in protocol traffic.

The work in [20] connects an error to the responsible input using automated video analysis that examines the HMI’s real-time video stream and maps it to the causal input recorded in the log history.

Several other fuzzing frameworks have been developed to find vulnerabilities in various Industrial Control Systems (ICS) applications, such as water treatment and waste treatment. Although these tools were not specifically designed with power grids in mind, they remain useful for power grids since their target protocols are employed in power grids. Most of these tools learn message semantics using recurrent neural network models, such as seq2seq, SeqGan, and GAN [18], [19], [25]–[27].

B. Analytical Comparison

Table I presents an analytical comparison of power grid fuzzing frameworks. They can be categorized based on various criteria, and we discuss some of them below.

- **Protocol.** The Protocol or communication standard used is critical in establishing the strategy for fuzzing. Since power grid systems use a variety of communication protocols (e.g., IEC 61850, DNP3, and Modbus), fuzzing frameworks must be customized to the complexities of each protocol to provide effective vulnerability discovery and exploitability evaluation. We show the communication protocols that are compatible with the framework. Some frameworks provide support for multiple communication protocols; those are labeled as “cross-protocol”.

- **Target.** The fuzzing approach is significantly influenced by the target component under testing. The fuzzing technique might vary in terms of test input generation and protocol interactions, depending on whether the target component is a control system, smart meter, or other power electronic equipment.
Environment. Due to the expenses associated with real physical testbeds, simulated environments are often utilized in power grid security analysis. We specify whether the framework was designed and tested on a real (physical device) or a simulated environment.

Testing objective. Certain frameworks focus on maintaining overall system resilience by ensuring the system is not vulnerable, while others concentrate on identifying specific bugs. The first scenario is denoted as “System Vulnerability,” and the second one is indicated as “bugs.”

Scope. Frameworks can be classified based on whether they are intended solely for Power Grid systems (PG) or are suitable for various Industrial Control Systems (ICS).

C. Experimental Comparison

The absence of publicly available benchmark datasets that cover a wide range of scenarios and vulnerabilities makes the experimental comparison for power grid fuzzing frameworks challenging. Furthermore, existing frameworks demonstrate various objectives, with rare instances where frameworks align in terms of their focus on certain environments, components, protocols, and other related attributes. As a result of their specialized features, making meaningful comparisons between different frameworks becomes complicated. However, testing commodity software found in power electric equipment is more doable at this time.

Power grids use modern PLCs that run commodity operating systems (e.g., Linux). These operating systems introduce additional vulnerabilities. Techniques for fuzzing Linux binaries in PLCs have been proposed [23], [31]. AFL variants [32] are the most prevalent frameworks used for commodity software fuzzing. Using the technique suggested in [31], we investigated their performance on Linux binaries found in PLCs. The system under test is an emulated instance of a Wago PFC-100 PLC (ARM), hosted on an 8GB memory Linux VM.

As shown in Table II, AFL++ outperforms AFL by 18 times in terms of path depth. Deeper paths indicate the exploration of complex and less frequently traversed code paths. Furthermore, AFL++ achieves a larger branch coverage and can easily discover new paths during the fuzzing session. Given these findings, AFL++ emerges as a preferable option for conducting efficient commodity software testing on PLCs.

D. Limitations of Existing Fuzzing Frameworks

Poor versatility. Existing fuzzing frameworks for power grid systems suffer from scope restrictions. These frameworks frequently focus on certain communication protocols, fuzzing environments, or device types and models. An ideal power grid fuzzing solution should allow users to define various protocols and accommodate the heterogeneous nature of power grid components. Thus, it is important to explore ways to establish seamless compatibility with the rapidly evolving power grid systems, such as IEC61131-based systems, regardless of their unique characteristics.

Limited feedback. Generally, existing frameworks lack important feedback mechanisms such as the impact of test cases and coverage measurements. Effective feedback is crucial for further optimization and prioritizing remediation efforts.

Lack of test-beds. Current research efforts use minimal test-beds, often employing just one or no physical power grid device and relying on emulation for the rest. This approach achieves cost efficiency and mitigates potential damage associated with live power grid testing. However, the extensive use of simulation raises concerns regarding the effectiveness of such simulations in replicating the dynamic complexities of a live power grid. Thus, research efforts should look into the fidelity of simulations and the development of dedicated test-beds for fuzzing.

TABLE I
FUZZING FRAMEWORKS FOR POWER GRIDS

<table>
<thead>
<tr>
<th>Framework</th>
<th>Protocol/Standard</th>
<th>Target</th>
<th>Environment</th>
<th>Testing Objective</th>
<th>Automation</th>
<th>Scope</th>
<th>Is source code needed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Efuzz [22]</td>
<td>DLMS/COSEM</td>
<td>Smart meter</td>
<td>Device</td>
<td>Bugs</td>
<td>Fully automated</td>
<td>PG</td>
<td>No</td>
</tr>
<tr>
<td>2 (Wang, Chen-Liang, et al, 2022) [21]</td>
<td>DLMS/COSEM</td>
<td>Smart meter</td>
<td>Device</td>
<td>Bugs</td>
<td>Fully automated</td>
<td>PG</td>
<td>No</td>
</tr>
<tr>
<td>3 IECFuzz [30]</td>
<td>IEC61850</td>
<td>PLC</td>
<td>Device</td>
<td>Bugs</td>
<td>Semi-automated</td>
<td>ICS</td>
<td>No</td>
</tr>
<tr>
<td>5 LZFuzz [29]</td>
<td>Cross-protocol</td>
<td>SCADA equipment</td>
<td>Device</td>
<td>System Vulnerability</td>
<td>Fully automated</td>
<td>PG</td>
<td>Yes</td>
</tr>
<tr>
<td>6 ICFSFuzz [23]</td>
<td>IEC 61131-3</td>
<td>PLC</td>
<td>Device</td>
<td>Bugs</td>
<td>Semi-automated</td>
<td>ICS</td>
<td>No</td>
</tr>
<tr>
<td>7 (Fen, et al) [21]</td>
<td>Cross-protocol</td>
<td>Protocol implementation</td>
<td>Simulated</td>
<td>System Vulnerability/ Bugs</td>
<td>Fully automated</td>
<td>ICS</td>
<td>No</td>
</tr>
<tr>
<td>9 PCFuzz [18]</td>
<td>Cross-protocol</td>
<td>Programmable Controllers</td>
<td>Device</td>
<td>Bugs</td>
<td>Semi-automated</td>
<td>ICS</td>
<td>No</td>
</tr>
</tbody>
</table>

TABLE II
AFL VARIANTS PERFORMANCE ON LINUX-BASED PLCS

<table>
<thead>
<tr>
<th>AFL</th>
<th>Branch coverage (%)</th>
<th>Path depth</th>
<th>New paths</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFL</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>AFL++</td>
<td>71.3</td>
<td>18</td>
<td>33</td>
</tr>
</tbody>
</table>
IV. SILENT CRASH IDENTIFICATION VIA ELECTROMAGNETIC WAVES

As previously mentioned, crash detection is an important method for monitoring the tested system during fuzzing. On the other hand, ICSs like power electronic devices have silent crashes that are difficult to detect. To assist with crash identification, we propose leveraging side-channel information from electromagnetic (EM) waves. EM wave analysis has been used as a non-intrusive way to monitor firmware changes in embedded systems [33] and detect control command attacks [34]. However, it has not been used to identify silent crashes in the context of fuzzing before.

The current flowing through the printed circuit board (PCB) of the power grid component generates a magnetic field, which further interacts with an electric field, resulting in the formation of an EM wave. This EM wave is emitted by the wire on the circuit, functioning as an antenna. External EM sensors positioned close to the PCB can capture these signals. Specifically, we utilize these near-field EM waves as a side channel to detect silent crashes on a device. If a silent crash occurs during fuzzing, it can be identified from normal execution by examining the changes in EM signals emitted by the device’s chips.

A. Overview

We designed a statistical model to characterize both normal operations and crashes. This model relies on the mean value, a single number that serves as a representative of a list of numbers. By calculating the mean value for the measured EM waves, we obtain a representation of the signal’s typical behavior, providing a reliable baseline for comparison.

This method accomplishes two goals: simplifying the representation of measurements, which is especially valuable when dealing with large and complex data, and facilitating the detection of deviations from the established baseline. These deviations may indicate abnormal situations, such as crashes.

B. Signal Analysis: Modeling and Prediction

Phase 1: Operation modeling. In this phase, we create a model representing the normal operation using the signals collected during the program’s normal execution.

We utilize both negative and positive data points within the signal. A positive data point corresponds to a voltage exceeding the trigger point. Similarly, negative data points are analyzed separately.

We use the symbols $V_n^+$ and $V_n^-$ to denote the vectors holding positive and negative data points in normal conditions. Similarly, in the crash scenario, we use the symbols $V_c^+$ and $V_c^-$. We achieve the modeling in this stage by averaging the parameters discussed above, as shown in Eq. 1.

$$
\overline{V}_n^+ = mean(V_n^+) \quad \text{and} \quad \overline{V}_n^- = mean(V_n^-). \quad (1)
$$

Similarly, by using the signal collected in the presence of a crash, we model crashes with

$$
\overline{V}_c^+ = mean(V_c^+) \quad \text{and} \quad \overline{V}_c^- = mean(V_c^-). \quad (2)
$$

Phase 2: Operation Identification. The parameters computed from the modeling are employed for signal analysis, facilitating the classification of signals into two distinct categories: normal execution and instances of crashes. This analysis is implemented through the following steps.

1) We first divide the signal into smaller chunks. A chunk, denoted as $C$, consists of a block of consecutive data points, with each chunk containing exactly $n$ data points (in our case, $n$ is set to 10). We further segment each chunk into positive and negative data points by comparing them to a predetermined trigger point, resulting in two corresponding vectors: $C^+$ and $C^-$. The rationale behind this segmentation lies in the co-existence of both crash-related and normal execution traces within a single signal. Hence, we classify each individual chunk independently before combining the results to obtain the final classification. It is worth noting that while using a smaller value for $n$ may seem more precise, it can lead to a higher rate of false negatives. Furthermore, this method reduces the computational workload required for prediction.

2) Next, we proceed with Phase 1, where we calculate the averages for both the negative and positive data points within each chunk.

$$\overline{C}^+ = mean(C^+) \quad \text{and} \quad \overline{C}^- = mean(C^-) \quad (3)$$

3) We measure the distance, $\Delta$, which quantifies the proximity of the chunk to either a crash-related or a normal operational trace. In both of these cases, the negative and positive data points are analyzed separately.

4) Next, we classify the chunks into two classes by applying the following conditions.

**Normal operation.** $\Delta_n^+ < \Delta_c^+$ and $\Delta_n^- < \Delta_c^-$

**Crash.** $\Delta_n^+ > \Delta_c^+$ and $\Delta_n^- > \Delta_c^-$

If a chunk does not fall into either of the two categories, the chunk is divided into two distinct parts. The first part inherits the classification of the left adjacent chunk, while the second part inherits the classification of the right adjacent chunk.

5) Finally, we aggregate the prediction for each chunk to summarise the transition of states (normal to crash operations and vice-versa). We use the symbol $Y$ to indicate an array of combined predictions and $y_i$ to symbolize the prediction of the $i^{th}$ chunk.

$$Y = \{y_1, y_2, y_3, \ldots, y_n\} \quad (6)$$
C. Experiment Setup

**System-under-test.** The experiment was conducted in a simulated environment hosted on a Linux-based system. The system under test comprises a server simulated using the PyModbusTCP library [35], along with two services (Service 1 and Service 2) functioning as clients. The two services communicate through the server as follows: Service 1 updates the server registers with the latest data, while Service 2 retrieves these updates from the server for its computations. Service 1 was exposed to various input values, including out-of-bounds values, to monitor the application’s behavior in the event of a Service 1 crash.

To enhance the integrity of the experiment, other services were disabled, leaving only the core components necessary for the experiment. This configuration ensured the fidelity of the signals, protecting them from potential interference by background services.

**Devices’ configuration.** We recorded EM signals using a Rigol Near Field Probe (NFP-3-P1 model) positioned 2 cm from the host machine’s CPU. This probe has a testing range of 10 cm, ensuring that the EM signals in this range were properly collected.

The probe was connected to a Rigol DS1104Z oscilloscope with a 2 MHz sampling rate. For each experimental iteration, the samples were converted into a spectral representation of 1200 signal strength traces measured in voltage. We also experimented with a higher sample rate of 10 MHz; however, this change did not yield noticeable improvements. Consequently, we retained the original 2 MHz sampling rate, which effectively preserved essential signal information while maintaining manageable computational complexity.

The signal collection is illustrated in Fig. 1. Figure 2 depicts the complete experiment setup, encompassing both the EM wave collection process and subsequent analysis.

D. Performance Analysis

In our experimental trials, we introduced a variety of commands into the program-under-test, achieving an average accuracy of over 96%, as detailed in Table III. These commands include register write, register reads, external resource access, and various mathematical computations. The diversity in commands ensured that the model would remain effective even in the event of server-side randomness. Figure 3 further provides an example of crash detection using our model.

We observe that crashes caused by diverse triggering events have unique waveforms. This disparity in waveforms has the potential to cause confusion during classification operations, especially when the system encounters events that are not covered by the model. A naive approach to address this would be to create an all-encompassing model that accounts for a wide range of crash situations. However, when it comes to silent crashes, the basic issue is that not all causative events are known, thus, making full coverage an impossible goal. An alternative approach is to model the waveform patterns of normal system operations while treating any other waveform as potentially suspicious.

![Fig. 1. The signal collection setup showing the probe placed over the PCB board and its Connection to an oscilloscope.](image1)

![Fig. 2. Experiment setup.](image2)

![TABLE III

<table>
<thead>
<tr>
<th>Command type</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Register writing</td>
<td>97.5</td>
</tr>
<tr>
<td>Register Reading</td>
<td>95.283</td>
</tr>
<tr>
<td>External resource reading</td>
<td>98.0</td>
</tr>
<tr>
<td>Mathematical computation</td>
<td>95.28</td>
</tr>
<tr>
<td><strong>Average performance</strong></td>
<td><strong>96.51</strong></td>
</tr>
</tbody>
</table>

![Fig. 3. An example of crash detection using the proposed method.](image3)
CONCLUSION

In this paper, we surveyed and compared fuzzing frameworks for power grid systems. We highlighted the unique requirements in fuzzing power grid systems and proposed leveraging electromagnetic waves to monitor silent crashes in power electronic devices. Future researches can concentrate on developing common datasets, benchmarks, test-beds, and best practices for power grid fuzzing. Another direction is to research machine learning-based innovative techniques of drawing feedback from power grid side channels such as power use and EM emissions to monitor target behaviors in fuzzing.
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